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BIAS IN SELECTION

Nancy S. Cole1

The issue of bias in the use of tests for the 
selection of minority group members for employ
ment and for admission to college has received 
much attention in recent years. However, in spite 
of wide concern w ith the issue and its broad 
implications for our society, there has been little 
agreement about what constitutes bias or what 
procedures should be followed to alleviate it.

It is the purpose of this paper to identify the 
values and beliefs about fairness which are the 
bases for several definitions of bias and to provide 
actual procedures for the practitioner to follow to 
alleviate bias according to the definition he 
chooses. In addition, a new definition of bias based 
on the concept of equal opportunity for the 
potentially successful applicant regardless of group 
membership is presented and suggested as an 
intuitively appealing and socially desirable idea of 
fairness for many selection situations in employ
ment and college admissions.

Definitions of Selection Bias

Six models of selection bias, or its converse 
selection fairness, w ill be considered. They w ill be 
referred to here as the quota model, the regression 
model, the Darlington model, the employer's
model, the Thorndike model, and the equal
opportunity model.

The Quota ModeI

The quota model of bias involves the idea that 
fairness lies in some specified proportional repre
sentation. For example, a procedure which requires 
a priori that half of those selected must be men 
and half women is based on a quota model. 
Similarly, another quota model might require that 
the proportion of minority members employed by 
a firm match the proportion of minority members 
in the population. In both cases, the proportional 
representation of particular groups is specified 
a priori on the basis of value judgments about 
fairness, and any procedure which fails to yield the 
specified proportions is considered biased.

The Regression Mode/

The regression model of test bias follows from 
definitions o f bias which deal with consistent 
errors of prediction. For example, Cleary (1968) 
defined bias in the following way:
A test is biased for members o f a subgroup o f the 
population if, in the prediction o f a criterion fo r which the 
test is designed, consistent nonzero errors o f prediction are 
made fo r members o f the subgroup (p. 115].

^ h e  author acknowledges the many helpful suggestions of James 
W. L. Cole, Gary R. Hanson, Leo A. Munday, and Melvin R. Novick 
in the preparation o f this paper.
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Anastasi (1968) gave a similar definition: "Test 
bias refers to overprediction or underprediction of 
criterion measures [p. 5 5 9 ] These definitions 
assume that fairness is achieved by selecting on the 
basis of predictions of a criterion score and lead to 
the examination of regression equations in the 
separate groups for consistent errors of prediction.

The regression model of bias has been followed 
in a number of empirical studies of bias in the use 
of tests in college admissions (e.g., Bowers, 1970; 
Cleary, 1968; Temp, 1971). These studies have 
been concerned with possible bias in the use with 
minority group members of regression equations 
based on a majority group. If the regression lines 
are identical in the groups, then the use of a single 
prediction equation is considered fair. However, if 
the equations are not identical, then separate 
regression equations must be used according to this 
definition of fairness.

Under a "fa ir”  regression procedure in which 
separate within-group regression equations are 
used, the selecting institution is assured of the
selection of those applicants with the highest
predicted criterion scores on the basis of the
available predictor variables. However, if the pre
diction is poorer in one group than in another, 
then the selection cutoff point w ill be relatively 
higher in the group with the poorer prediction. 
Intuitively, when prediction is poor, one might 
wish the cutoff points to be lowered to reflect the 
increased uncertainty. Under the regression model 
the opposite occurs, and members of groups for 
which prediction is poor are penalized in the
selection process.

The Darlington Modei

Darlington (1971) argued that fairness can be 
achieved only by a kind of combination of the 
regression model and the type of value judgments 
made in the quota model. According to this model, 
one must first decide if there is special value in the 
selection of members of some cultural group. If so, 
then one accepts some difference between criterion 
scores which w ill yield equally desirable candidates 
from different groups.

For example, if it is valuable to obtain minority 
group members, one might decide that a minority 
member's score of Y on a criterion is as desirable as 
a score of Y + k on the criterion for majority 
members. Using a variable C which has value zero 
for minority group members and one for majority 
group members, a difference of k on Y is equiva
lent to a difference of one on C. Thus, by selecting 
on the basis of the variable Y — kC, the subjective 
judgment about the importance of selecting minor
ity group members can be implemented; and in 
Darlington's terms a culturally optimum procedure 
is achieved. When k is set equal to zero (when there 
is no reason to favor one cultural group), this 
model reduces to the regression model.

The Employer's Modei

Another definition of bias has led to a different 
selection model. Guion (1966) stated that

unfair discrim ination exists when persons w ith  equal 
probabilities o f success on the job have unequal probabili
ties o f being hired for the job [p. 26 ].

This definition was implemented in a model 
proposed by Einhorn and Bass (1971).

Einhorn and Bass, by considering the distribu
tion of criterion scores about the regression line, 
prescribed predictor cutoff points for each sub
group above which applicants have a specific 
minimal chance of being successful {or scoring 
above some specified criterion). For example, 
suppose an employer (or selector) is willing to hire 
all applicants with at least a 70% chance of success 
(or a 30% risk) as gauged by the predictor variables 
used. Then the predictor cutoff is chosen at the 
point at which the criterion pass point (Yp) is 
approximately one-half standard error of estimate
(aw.v) below the predicted criterion (Y) sincey* a
about 70% of the cases fall above minus one-half 
standard deviation n a normal distribution. In 
terms of a unit normal deviate 2 where Zp = 
(Yp - Y ) / a y.x , P r { Z > Z p} = .70.

Because the employer (or selector) can set the 
level of risk he is willing to assume, this model is 
especially advantageous to the employer—hence,
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the reference to it as the employer's model. 
However, as w ith the regression model, poor 
prediction in one group decreases the chances of 
selection of members of that group. When the 
prediction is poor, the standard error of estimate is 
large; consequently, a higher predicted score (and 
predictor cutoff) is required to maintain the same 
one-half standard error of estimate difference 
between predicted criterion and the criterion pass 
point in the example. Thus, poor prediction lowers 
the chances of success of a person with a high 
predictor score and consequently decreases his 
chance of selection.

The Thorndike Mode/

Thorndike (1971) proposed yet a fifth  defini
tion of bias or its complement, fairness. In a fair 
selection procedure,

the qualifying scores on a test should be set at levels that 
w ill qualify applicants in the two groups in proportion to
the fraction o f the tw o groups reaching a specified level of
criterion performance [p. 63 ].

Although more complicated sounding at first 
glance, Thorndike's is actually a very simple 
notion. If, in Group A, 50% of the members are 
successful and, in Group B, 80% of the members 
are successful, then the proportion of Group A 
members selected to those selected from Group B 
should match the 50:80 success ratio. Thus, 
Thorndike's model requires that the success ratio 
equal the selection ratio, or in terms of probability 
statements,

Pr, { Y > Y p } Pr, {X >  X ,}

------------------------  = -----------------------  , ( 1)
Pr2 { Y >  Y p ) Pr2 { X >  X 2}

where X is the predictor variable in the two groups,
Y the criterion, Yp the criterion "pass point" or 
the predetermined criterion level of success, and Xj

the selection cutoff points in the two groups on 
the predictor variable.

Thorndike's idea of fairness as a match of 
selection rate to success rate has intuitive appeal in 
that it eliminates the inequity of over-sefecting in a 
group in which prediction is better even when a 
substantial proportion of the group with poorer 
prediction could succeed if selected. Thus, whereas 
the regression and employer's models are advan
tageous primarily from the selecting institution's 
point of view, Thorndike's model proposes a kind 
of fairness more nearly appropriate from the 
applicant's viewpoint. The model of bias proposed 
next can be seen as a logical extension and 
refinement of the Thorndike model to an even 
more intuitively appealing idea of fairness to the 
applicant in a selection process.

The Equal Opportunity Mode!

In many selection situations, the applicant who, 
if selected, would be able to succeed deserves a 
guarantee of fairness in selection. Usually, not all 
potentially successful applicants can be selected 
both because too few positions are available and 
because one is unable to identify in advance with 
surety who will and who will not succeed. How
ever, when the distribution of a predictor and a 
criterion of success are known by past experience, 
one can compute the probability that a potentially 
successful applicant has of being selected given a 
fixed selection procedure.

Under each of the previous models discussed, it 
may happen that the chance of selection of a 
potentially successful applicant in Group A is 
different from the chance of selection of such an 
applicant in Group B. Thus, two applicants, both 
of whom could succeed (achieve a criterion score 
above a criterion pass point) if selected, may have 
different chances of selection because of their 
group membership. Under the equal opportunity 
model this type of unfairness is eliminated.

The principle of the equal opportunity model is 
that, as a group, people who can achieve a 
satisfactory criterion score (Y > Yp) should have 
the same probability of being selected whether
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minority or majority group members. In terms of 
probability statements, the equal opportunity 
model specifies that a selection procedure is fair 
when

Pr, (X > X, | Y > Yp) = Pr2 {X >  X2 I Y >  Yp ) .

(2 )

Thus, equal opportunity as defined in this model is 
equal opportunity to those who could be success
ful. If a predictor cutoff is set in one group so that 
the probability of being selected when potentially 
successful is .80, then the model requires that to 
be fair the predictor cutoff must be set in the 
other subgroup to give the same conditional 
probability.2

The equal opportunity model, like the em
ployer's model and Thorndike's model, requires 
the specification of a criterion pass point (Yp) 
above which performance is satisfactory and below 
which, unsatisfactory. Although it is probably 
reasonable to set such a point in most situations of 
employment and college admissions, at the same 
time the selecting institution often is concerned 
with degrees of relative success. The equal oppor
tunity model, like the other two models, uses a 
zero-one u tility  model in which u tility  for degrees 
of relative success is not included. However, when 
a selecting institution rewards with graduation or 
continuing employment those who achieve a 
minimal level of competence, the zero-one u tility  
model is certainly relevant to the selection process.

Applications of the Bias Models to a Selection Situation

Six definitions of bias have been presented, and 
each has some point of intuitive appeal. However, 
there are many situations in which they yield quite 
different answers to the question, " I s a  selection 
procedure biased?" In this section a type of 
selection situation is described and the pre
scriptions for fairness which each definition of bias 
yields are derived in order to provide a common 
ground for direct comparison of the models of bias 
in several hypothetical situations.

A Selection Situation

In this paper a selection situation w ill involve a
certain number of applicants Nj from each of
several groups and a number of available openings
N0 where NQ <  2  Nj. For simplicity only two

i
groups in this section and in the examples which 
follow in the next section are considered. Also 
only the case of a single predictor is considered 
although the results are identical for multiple 
prediction when the with in-group multiple regres
sion equation is used as a single predictor.

Selection is accomplished through the use of a 
predictor variable3 X which in each group has a 
known relationship to a criterion Y. In the cases 
examined here, it is assumed that X and Y have a 
bivariate normal distribution in each group and that 
the means (Mx(j) and / iy (j) ), the standard devia
tions (ffx (jj and ), and the correlation
(rXy{j) ) are known from past experience. Then, 
for a criterion pass point or success point, Yp, the 
selection problem is to choose predictor cutoff 
points in each group, Xj, so that N0 applicants are 
selected and that the particular fairness model is 
satisfied.

2
Darlington (19711 described four defin itions o f cu ltura lly fair tests 

in terms o f the correlation, r , o f the predictor variable X and a 

cultural variable C and then rejected all o f the definitions in favor o f 
the Darlington model described above. However, it is interesting to 
note tha t the equal opportun ity  model satisfies Darlington's (p. 73) 
defin ition  (3) which requires that r^ c = rCyrxy; and consequently 

the present model provides an entirely d ifferent rationale fo r that 
defin ition.

3
It is possible to use different predictors fo r the d iffe rent groups 

under each model except Darlington's model. However, for 
notational s im plic ity the same predictor variable X is dealt w ith  in 
each group.
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In order to achieve N0 selectees, the following 
equation must be satisfied.

N , Pr, { X > X j}  + N2Pr2{ X >  X 2} = NQ. (3)

Thus, by simultaneously satisfying (3) and its own 
restrictions of fairness, each model will specify the 
values of X, and X 2.

The Bias Models as Selection Models

An extension must be made in each of the 
models of bias in order to solve for the predictor 
cutoffs X i and X 2 in the selection procedure 
described above.

In the quota model, for each group the pro
portion of the total selected, the quota, is set at, 
say, Pj where

Nj Prj ( X  > Xj }

Pi = ------------------------ ■ (4)

No

Thus, in each group, Xj is set so that (4) is 
satisfied. If there are 100 applicants from group i 
and 50 openings and the group's quota is 50% of 
those selected, then Xj must be set so that 
Pr j { X >  X j )  = .25.

Under the regression model, the separate within- 
group regression lines are used to select the N0 
applicants with the highest predicted criterion, Y. 
Therefore at that predicted criterion cutoff point,
Y = a, + b, X , = a2 + b2X2. Thus, X 2 can be 
expressed in terms of X, as follows:

X2 = (a, — a2 + b, X, )/b2 . (5)

Then, for any value of , X 2 can be computed; 
and Pr, (X > X, }and Pr2 {X > X 2}can be read 
from tables of the normal distribution. By sub
stituting Prj{X > X jlin to  (3), the number of 
applicants which would be selected using these 
values of X, and X2 can be computed. If that

number does not equal N0 , a new value of X, must 
be selected and the iterative process continues 
until values of X, and X 2 which yield precisely N0 
selectees are found.

Under the Darlington model, the data from the 
two groups are combined; and a prediction equa
tion for Y is computed using both X and C, where 
C is a dichotomous variable in which C = 0 for 
Group 1 {the minority group) and C = 1 for Group
2 (the majority group). Then kC is subtracted from 
that equation to give the prediction equation for
Y -  kC (Darlington, 1971, p. 81). If Y -"k C  = 
c + dX + eC is the resulting equation then,

c + dX, = c + dX2 +e {6)

and

X2 = X, -  e/d . (7)

Thus, as was discussed with the regression model, 
using an iterative procedure a pair of probabilities 
Pr j {X  > X j)  in which X, and X2 are related as in
(7) and which satisfy (3) can be found.

In the employer's model as described by 
Einhorn and Bass (1971), the first step is the 
specification of the risk the employer is willing to 
take (or the minimal chance of success he will 
allow in a selectee). Rather than setting the risk 
a priori one assumes that the employer wants to fill 
NQ openings and is willing to adjust the risk level 
to get them, so long as the risk is the same in the 
two groups. Therefore, in this specification of the 
selection process, one looks for predictor cutoff 
points which w ill f ill the NQ openings while at the 
same time keeping the employer's risk the same in 
both groups.

In equation (4) of Einhorn and Bass (1971, p. 
266), one specifies the risk by choosing a unit 
normal deviate Zp. The probability of a deviate 
above that value corresponds to the minimum 
tolerable chance of success. Rather than specifying 
Zp, one requires only that Z p = (Yp — Y) /ay>x be
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the same in each group. Again using V = aj + bjXj, 
one can solve for X 2 in terms of X, as before.

X-
ay.x(2) + b l X J “  Yp) Y p a 2

-------------------------------------- + ---------------

b2 ay - x ( i ) b2

where V x ( i) = ay{ i) v i - xy(i>-

(8 )

Then, by
finding by iteration the pair of probabilities
Pr j {X >  X|} which satisfy (8) and (3), the
required cutoff points X j and X 2 can be found.

With Thorndike's model, one solves (3) for 
Pr, {X > X ,} in terms of Pr2 {X > 
substitutes into (1) to obtain

X 2} and

N,

Pr2 {X  > X2} =

N,

Pr, { Y >  Yp )

_ Pr2 { Y > Yp) _

+ N-

(9)

Prj {X >  X j} follows from (1) and the two 
probabilities imply values of X, and X 2 which are 
the required solution for the Thorndike model.

In the equal opportunity model, equations (2) 
and (3) must be simultaneously solved. The 
solution can be accomplished by expressing the 
conditional probabilities in (2) in terms of joint 
probabilities by the well-known relationship,

P r j { X >  X i( Y >  Yp)

Pr i { X >  Xj | Y >  Yp} -
pr i { Y > Yp}

( 10)

One first chooses a value of X, and using 
Yp and the means and variances of X and Y 
and the correlation of X and Y, the value of 
Pr, {X  >  X , f Y >  Yp} can be read from 
tables of the bivariate normal distribution 
(National Bureau of Standards, 1959).

Then.

Pr2 ( X >  X2 , Y > Yn } =

Pr, { Y >  Y „  }

L Pr, ( Y > Y p }
Pr , ( X >  X, , Y >  Y p }

( 11)

can be computed using Prj (X >  X ,, Y >  Yp}and 
Prj{Y > Yp}from tables of the normal distribu
tion. From the bivariate normal tables the value of 
X 2 yielding a particular Pr2{X > X2, Y > Yp}can be 
found. Then for X, and X2, Pr, (X > X, }and 
Pr2 {X > X 2} can be computed. The iteration 
continues until values of Pr j (X > X jlw hich satisfy 
(3) are found.

The actual solutions the models produce in 
several hypothetical situations w ill now be con
sidered. Only the last five models w ill be explicitly 
examined. However, the proportions of each group 
selected will be presented so that any quota model 
can be compared with the results of the other 
models.

Comparison of Selection Models

In many discussions of bias in college admissions 
and employment (e.g., Anastasi, 1968; Bartlett & 
O'Leary, 1969), the possibility that the minority 
regression line is parallel to but above the majority 
line has been of great concern since the majority 
regression equation is often used for selection in 
both groups. Thus, the comparison of the selection 
models is begun by considering this situation in 
Case A.

However, in available empirical studies involving 
minority racial/ethnic groups, especially in the area 
of college admissions, the type of situation just 
described is very rare. According to these studies 
(e.g., Bowers, 1970; Cleary, 1968; Temp, 1971), 
it is much more common for one of four situations 
to occur: (1) the regression lines for majority and 
minority groups may be quite similar, but with 
lower minority group means on both the predictor
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and the criterion; (2) the slope of the minority 
regression line may be smaller than that for the 
majority group, or the two lines may differ both in 
slope and intercept with the majority line lying 
above the minority line in the region of practical 
predictions and (3) the minority line having the 
smaller slope or (4) the majority line having the 
smaller slope. Thus, these four situations will also 
be explored in Cases B, C, D, and E in order to 
compare the prescriptions for fairness of the 
various bias models in commonly found situations.

Case A

In Case A, which corresponds to case A of 
Thorndike (1971) and is specified in Figure 1,the 
two regression lines are parallel but with different 
intercepts. In each of the cases considered, the 
minority group is Group 1 and the majority, Group 
2, and selection is required since there are 500 
applicants (100 minority and 400 majority) for 
100 openings.

Because the regression lines differ in Case A, 
according to the regression model the separate 
regression equations must be used to select the 100 
students with the highest predicted grades. Using 
(5) we find that X 2 =1 + X j . Because the means 
also differ by one, _the standard normal cutoff 
variable Zj = (Xj — X) / ct is the same in the two 
groups. Thus, Pr j (Z > Z]) = Pr2(Z > Z 2) = 
Nq/(N, + N2), and one need only use standard 
normal tables to find the Z above which 20% 
[N0/(N , + N2)] of the applicants fall. Since 
Pr {Z > 0.842} = .20, .842 is that cutoff. For Group 
1 one must convert back to the original scores where 
the cutoff becomes —.158. Thus, according to the 
regression model, one should select all minority 
group members with test scores above —.158 and 
all majority group members above .842, as sum
marized in Table 1. This procedure will yield the 
required 100 persons and w ill be fair in the sense 
that the 100 persons with the highest predicted 
criterion scores will be chosen.

In the Darlington model the minority group is 
favored by predicting (Y — .5C). The required

Minority Majority

^x(i) -1 .0 0.0

ax(i) 1.0 1.0

rxy(i) 0.5 0.5

My(i) 0.0 0.0

ay(i) 1.0 1.0

Y p = 0.0 

N, = 100, N2 = 400, N0 = 100

Fig. 1. Case A in which the regression lines are with the minority line falling above the majority line.
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Results o f Selection Models fo r Five Common Selection Situations

TABLE 1

Regression Darlington Employer's Thorndike Equal opportun ity
model model model model model

Case A —Parallel regression lines, m inority intercept larger
C uto ff point - .1 6 - .9 0 - .1 6 - .1 6 - .1 6

M inority : Percentage selected 20.0% 46.0% 20.0% 20.0% 20.0%
Number selected 20 46 20 20 20

Cutoff point .84 1.10 .84 .84 .84
M a jo rity : Percentage selected 20.0% 13.6% 20.0% 20.0% 20.0%

Number selected 80 54 80 80 80

Case B—Identical regression lines, m inority means smaller
C uto ff point .71 - .1 6 .71 .11 -.0 2

M inority: Percentage selected 4.5% 20.0% 4.5% 13.3% 16.4%
Number selected 4 20 4 13 16

C uto ff point .71 .84 .71 .78 .81
M ajority: Percentage selected 23.9% 20.0% 23.9% 21.6% 20.9%

Number selected 96 80 96 86 84

Case C—Different regression slopes, m inority slope smaller
C uto ff point 2.39 .22 3.24 .84 .60

M inority: Percentage selected .8% 41.3% .1% 20.0% 27.4%
Number selected 1 41 0 20 27

C uto ff point .68 1,05 .67 .84 .91
M ajority: Percentage selected 24.8% 14.6% 25.0% 20.0% 18.1%

Number selected 99 58 100 80 72

Case D—Different regression slopes and intercepts, m inority  slope smaller
C uto ff point 3.00 1.11 3.16 .95 .47

M inority : Percentage selected 0.0% 5.4% 0.0% 7.4% 16.6%
Number selected 0 5 0 7 17

C utoff point .68 .72 .67 .73 .81
M ajority: Percentage selected 24.8% 23.7% 25.0% 23.2% 21.0%

Number selected 99 95 100 93 84

Case E—Different regression slopes and intercepts, m inority  slope larger
C uto ff point 1.63 1.34 1.57 .95 .80

M inority : Percentage selected 1.7% 3.3% 1.9% 7.4% 9.7%
Number selected 2 3 2 7 10

C uto ff point 0.69 .70 0.69 .73 .76
M ajority: Percentage selected 24.4% 24.1% 24.5% 23.2% 22.5%

Number selected 97 96 98 93 90
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prediction equation, following the procedure 
described by Darlington (1971, p. 81), is Y — .5C = 
.5 + .5X — 1.0C. By equation (7) one finds that 
X2 = X i + 2.0. Solving iteratively one finds that 
predictor cutoff points of —.90 for the minority 
group and 1.10 for the majority group produce the 
desired 100 selectees. Thus, 46% of the minority 
group and 13.6% of the majority group would be 
selected by this procedure as given in Table 1.

In the case of the employer's model, equation
(8) reduces to X2 = 1 + X, which implies that 
Pr2 {Z >  Z2) = Pr j {Z > Z j) = .20, using (3). 
Consequently, as with the regression model = 
Z 2 = .842 and in terms of raw scores X, = — .158 
and X 2 = .842. This procedure is fair according to 
the employer’s model because all those chosen 
have above a certain minimum probability of 
success. In Case A that probability can be com
puted by computing Zp and can be shown to be 
.69. Thus, any person with a probability of success 
above .69, regardless of group membership, is 
selected.

In the Thorndike model since Prt {Y  >  Y p} -  
Pr2 { Y >  Yp } ,  from (9) we see that Pr! { X >  X j } =

Minority Majority

^x(i) -1 .0 0.0

ax(i) 1.0 1.0

rxy(i) 0.5 0.5

My(i) -0 .5 0.0

ay(i) 1.0 1.0

Y p = 0.0 

N, = 100, N2 = 400, N0 = 100

Pr2 {X  >  X 2 } = .20; and again -.158  and 
.842 are the predictor cutoff points, respectively, 
required to achieve a fair procedure. Under this 
model the procedure is considered fair 
since the ratio of success probabilities, 
Pr, {Y  >  Yp } /Pr2 { Y >  Y p } = 1.0, is equal 
to the ratio of the selection probabilities, 
Prj { X >  —. 158} /Pr2 { X >  .842}= 1.0.

For the equal opportunity model, when rXy ( t ) =

rxy(2) and Pr, {Y  >  Yp } =  Pr2 { Y  > Y p } ,  then

Z, = Z2; and the same result as in the other three 
models is found here also. In this model, the result 
is considered fair because the potentially successful 
members of the minority group have a probability 
of .31 of being selected as do the potentially 
successful majority members.

Case B

In Case B the consideration of situations com
monly found in empirical studies of racial/ethnic 
minorities is begun. Case B corresponds to Thorn
dike's (1971) case B and is presented in Figure 2. 
Because the regression lines are identical, according

-1 .0  0.0 X

Fig. 2. Case B in which the regression lines are identical for the two groups but with lower minority group means.
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to the regression model one needs select only the 
highest predicted grades or equivalently the highest 
test scores (X2 = X, by (5)). A predictor cutting 
score of .71 in each group provides the 100 
selections. Of course, since the minority group has 
lower test scores, only 4.5% of the minority group 
are selected while 23.9% of the majority applicants 
are accepted. The action is deemed fair because the 
same action is taken with all persons with equal 
criterion predicted scores regardless of group 
membership.

In the Darlington model, with k = .5 again in 
order to favor the minority group, the test cutoff 
points are —.16 and .84 for the minority and 
majority groups, respectively. Thus, 20% of each 
group would be selected by this procedure.

Under the employer's model, the cutoff points 
are .71 for the minority group and .71 for the 
majority group just as in the regression model. The 
same cutoffs for the groups here assure equal 
minimum probabilities of success among the 
selected members of both groups. In this case, the 
minimum chance of success of those selected is 
.66.

Since the success ratio of the minority to 
majority group is .617 in Case B, under the 
Thorndike model cutoff points of .11 and .78 are 
chosen because they provide 100 persons and a 
selection ratio of .617 as required. Thus, according 
to this idea of fairness, 13.3% of the minority 
group and 21.6% of the majority group are 
selected, giving considerably more minority group 
members than either the regression or employer's 
model.

Cutoff points of —.02 in the minority group and 
.81 in the majority group give 100 selectees and 
equal probabilities of selection for potentially 
successful applicants in both groups. Thus, these 
cutoff points are prescribed by the equal oppor
tunity model. The computations required for the 
equal opportunity model in Case B are illustrated 
in Table 2. Under this model, still more minority 
group members are chosen, 16.4%; and in both 
groups Prj{X > X; | Y > Yp} = .32.

Thus, in Case B in spite of equal regression 
equations in the two groups, the different defini

tions of fairness call for dramatically different 
selection procedures as can be seen from the 
summary in Table 1. Many more minority students 
would be selected under Darlington's model, 
Thorndike's model, and the equal opportunity 
model than under the regression model and the 
employer's model.

Case C

I n Case C the slopes of the regression of 
criterion on tests differ in the two groups as shown 
in Figure 3, and the basic results for each of the 
five models are reported in Table 1.

Very few minority students are selected in the 
regression and employer's models because of the 
small slope of the regression line in that group. 
When the slope is small, predicted scores are low as 
are the chances of a person with a high test score 
achieving a particular criterion score. Considerably 
more minority students would be selected under 
Darlington's model, Thorndike's model, and the 
equal opportunity model. In fact, when the means 
and variances of the groups are equal as in Case C, 
under the equal opportunity model a higher 
proportion of minority group than majority group 
members are selected precisely because of the small 
slope of the line in that group. If only a poor 
predictor is available, proportionately more appli
cants will have to be selected to insure that the 
potentially successful ones have the same oppor
tunity for selection as members of a group with a 
larger regression slope.

Case D

In Case D the situation is examined in which 
both the slopes and the intercepts of the regression 
lines of the groups differ, with the majority line 
above the minority line in the region of practical 
interest and with a larger majority slope as shown 
in Figure 4. The results for each of the selection 
models are given in Table 1. In Case D no minority 
group members would be selected under the 
regression or employer's models even though 
15.9% of the minority group could succeed if
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TABLE 2

Computations for the Equal Opportunity Model in Case B

Y p “  ' V i , )
= 0.5

av ( i )

rxy ( l ) = 0.5

Yp - ^ y ( 2>
-  0.0

av(2) 

rxv(2) = 05

Z, L, L2 Z 2 Pr (1) Pr (2) Nq

0.00 .227 

0.50 .163 

0.90 .110

.368 -0 .1 8  

.264 0.33 

.178 0.73

0.50

0.31

0.18

0.164

0.161

0.57

0.37

0.23

0.209

0.206

278

179

110

0.98 .100 .162 0.81 100.0

0.99 .098 .159 0.82 98.4

Z, = 0.98 X j = -0 .0 2

Z2 = 0.81 X 2 = 0.81

Pr, { X >  0.98, V >  0 .5 } .100 Pr2 { X >  0.81, V >  0 .0 }

---------------------------- = -------  = .324 = -------------------------------
Pr, { Y >  0 .5 } .3085 Pr2 { Y > 0 . 0 }

Note. L j = Pr j {  X >  X [ , Y >  Y p } taken from  National Bureau o f Standards (1959, pp. 52-53). 

L 2 = [P r2 { Y >  Y p } /P r ,  { Y > Y p } ] L , = (.5 /.3085)L, = 1.62 L , .

Pr{i) = Pr j {  X >  X j }  .

N0 = N t Pr(1) + N2Pr{2) = 100 Pr(1) + 400 Pr(2).
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Minority Majority

^x(i) 0.0 0.0

°x(i) 1.0 1.0

rxy(i) 0.2 0.7

^vli) 0.0 0.0

°y(i) 1.0 1.0

YP 0.0

= 100, n 2 = 400, N0 =

Fig. 3. Case C in which the two groups differ in the slope of the regression lines, w ith the minority 
slope smaller.

Minority Majority

Mx( i) -0 .5 0.0

ax(i) 1.0 1.0

rxy(i) 0.4 0.6

^y(i) -1 .0 0.0

°y(i) 1.0 1.0

Y

Yp = 0.0 

N, = 100, l\U = 400, f\L = 100

0.0

- 1.0

Majority 
Y = ,6X

----------

/  i
i
i

Y = .4X — .8 
i M inority
i
i
i
i
i
i
i
i
i

- .5  0.0 X

Fig. 4. Case D in which both the slopes and intercepts of the regression lines differ, with the minority 
slope smaller.
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selected. By contrast, if equal opportunity for 
selection were granted the potentially successful 
minority members, 17% of them would be 
selected. One should note that even the Darlington 
model which explicitly favors the minority group 
on the predicted criterion score does not require 
the selection of as many minority applicants as 
required by the equal opportunity model.

Case E

Case E is similar to Case D except that in Case E 
the slope of the majority regression line is smaller 
than that of the minority group as shown in Figure 
5. The increase in the minority slope results in the 
selection of two minority group members under 
the regression and employer's models compared 
with no selections in Case D, as can be seen in 
Table 1. However, the two models still do not 
provide equal opportunity to potentially successful 
minority members and neither does Darlington's 
model nor Thorndike's model as 10 minority

members must be selected to provide equal oppor
tunity. Thus, even in some situations in which 
prediction is better in the minority group than in 
the majority group but there are differences in the 
means, the regression and employer's models may 
be unfair to minority members according to the 
equal opportunity model.

Reversals o f M inority and Majority Data in the 
Five Cases

Even though the cases examined are those of 
most importance in the considerations of bias 
against racial/ethnic minorities, the selection 
models apply to any identifiable groups in which 
other relationships of regression lines may occur. 
Consequently, the reversals of minority and major
ity data in the five cases are briefly examined here 
in order to illustrate the effects of the various 
models of bias in a wider variety of situations. The 
results for each of the models for the reversed data 
are given in Table 3.

M inority Majority

^x(i) -0 .5 0.0

ax(i) 1.0 1.0

rxy(i) 0.6 0.4

^y(i) -1 .0 0.0

ay(i) 1.0 1.0

Yp = 0.0

N, = 100, N2 -  400, Nq = 100

Fig. 5. Case E in which both the slopes and intercepts of the regression lines differ, with the minority slope larger.
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Results of Selection Models When M inority and Majority Data Are Reversed in the Five Cases

TABLE 3

Regression Darlington Employer's Thorndike Equal opportun ity
model model model model model

Case A Reversed—Parallel regression lines, m inority intercept smaller
C uto ff point .84 .10 .84 .84 .84

M inority : Percentage selected 20.0% 46.0% 20.0% 20.0% 20.0%
Number selected 20 46 20 20 20

C uto ff point - .1 6 .10 - .1 6 -.1 6 -.1 6
M a jo rity : Percentage selected 20.0% 13.6% 20.0% 20.0% 20.0%

Number selected 80 54 80 80 80

Case B Reversed—Identical regression lines, m inority means larger
Cutoff point .10 - .5 5 .10 .56 .71

M inority : Percentage selected 46.0% 70.9% 46.0% 28.8% 23.9%
Number selected 46 71 46 29 24

C uto ff point .10 .45 .10 -.0 8 -.1 2
M ajority: Percentage selected 13.6% 7.4% 13.6% 17.8% 19.0%

Number selected 54 29 54 71 76

Case C Reversed—Different regression slopes, m inority slope larger
C uto ff point .29 - .3 4 .22 .84 1.08

M inority : Percentage selected 38.4% 63.3% 41.3% 20.0% 14.0%
Number selected 38 63 41 20 14

C utoff point 1.02 1.33 1.06 .84 .79
M ajority: Percentage selected 15.4% 9.2% 14.5% 20.0% 21.3%

Number selected 62 37 58 80 85

Case D Reversed—Different regression slopes and iintercepts, m inority slope larger
C utoff point - .6 5 -1 .3 8 - .5 9 .15 .72

M inority: Percentage selected 74.2% 91.6% 72.2% 44.1% 23.6%
Number selected 74 92 72 44 24

C utoff point 1.025 1.53 .99 .62 .37
M ajority: Percentage selected 6.4% 2.1% 6.9% 14.0% 19.1%

Number selected 25 8 27 56 76

Case E Reversed—Different slopes and intercepts, m inority slope smaller
C u to ff point - .4 3 - .9 7 - .4 6 .15 .40

M in o rity : Percentage selected 66.6% 83.4% 67.7% 44.1% 34.5%
Number selected 67 83 68 44 35

C uto ff point .88 1.23 .90 .62 .48
M ajority: Percentage selected 8.4% 4.2% 8.1% 14.0% 16.3%

Number selected 34 17 32 56 65
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When the data in Case A are reversed, for each 
of the models except Darlington's model, the 
cutoff points are simply reversed and, as before, 
20% of each group is selected. The cutoff points 
under Darlington's model change because the 
combined group regression line is altered by the 
reversal, and even a larger number of minority 
applicants would be selected under that model 
than originally in Case A.

In the reversal of data in the remaining cases, 
even though the two cutoff points maintain the 
same relationship under the regression and employ
er's models as specified by equations (5} and (8), 
respectively, the particular pair of cutoff points 
which yield 100 selectees differs from each case to 
its reversal. Thus, in Case B the cutoff points of .71 
in each group provide 100 selectees, but when the 
data are reversed, cutoff points of .10 in each

group are required under both models to provide 
100 selectees.

In the last four original cases (B through E), 
Thorndike's model and the equal opportunity 
model prescribed the selection of more minority 
group members in each case than the regression or 
employer's models. However, when the data are 
reversed, cases in which the regression and employ
er's models are unfair {by Thorndike's definition 
and the equal opportunity definition) to the 
majority group are illustrated.

Chances o f Selection o f Potentially Successful 
Applicants and Expected Success Rates

Table 4 gives the chances for selection which the 
potentially successful applicants have under each 
model in each of the five original cases. As is clear

TABLE 4

Potentially Successful Applicants' Chances o f Selection

Ptj { X > X j  I Y >  Yp}

Regression Darlington Employer's Thorndike Equal opportun ity  
model model model model model

Case A —Parallel regression lines, m inority  intercept larger
M inority  .31 .63
M ajority .31 .22

.31

.31
.31
.31

.31

.31

Case B—Identical regression lines, m inority  means smaller
M inority  .10 .38
M ajority .36 .31

Case C—Different regression slopes, m inority  slope smaller
M inority  .01 .47
M ajority .43 .21

Case D—Different regression slopes and intercepts, m inority  slope smaller 
M inority .00 .14
M ajority .40 .38

Case E—Different regression slopes and intercepts, m inority  slope larger 
M inority .08 .14
M ajority .35 .34

.10

.36

.00

.44

.00

.40

.09

.35

.27

.34

.25

.36

.18

.38

.26

.33

.32

.32

.33

.33

.35

.35

.32

.32
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from that table, potentially successful minority 
applicants have almost no chance of selection 
under the regression and employer's models in 
Cases C and D. Their chances of selection are 
better under the Darlington model than for their 
cohorts in the majority group in Cases A, B, and C 
but poorer than majority applicants in Cases D and 
E. Only under the equal opportunity model are 
those chances the same in each group in each case.

The different models also yield selectees with 
different chances of success once in the institution 
or on the job. The proportion of selectees who will 
succeed is a figure of great importance to the 
selecting institution in that the institution seeks to

minimize failures. An overall expected success rate 
in the selected group can be obtained by comput
ing Pr j {Y >  Yp | X >  Xj } .  By assuming bivariate 
normality of X and Y, the required probability can 
be computed using tables of the bivariate normal 
distribution. The expected success rates thus 
computed are reported in Table 5.

As can be seen from Table 5, although there are 
different expected success rates in the minority 
and majority groups, the overall expected success 
rates differ very little. The most difference occurs 
in Cases C and D although the drop from the 
employer's model to the equal opportunity model 
is only .88 to .81 in Case C and .81 to .75 in Case D.

TABLE 5 

Expected Success Rates o f Selectees

Pr ^Y >  Y p ' X >  X i^

Regression Darlington Employer's Thorndike
model model model model

Equal opportun ity  
model

Case A —Parallel regression lines, m inority  intercept larger
M inority  .78 .68
Majority .78 .82
Overall .78 .76

.78

.78

.78

.78

.78

.78

.78

.78

.78

Case B—Identical regression lines, m inority  means smaller
M inority  .70 .59
M ajority .76 .78
Overall .76 .74

.70

.76

.76

.64

.78

.75

.61

.78

.75

Case C—Different regression slopes, m inority  slope smaller
M inority .71 .57
M ajority .87 .92
Overall .87 .77

.77

.88

.88

.61

.89

.83

.60

.90

.81

Case D—Different regression slopes and intercepts, m inority  slope smaller
M inority  .55 .42 .58
M ajority .81 .82 .81
Overall .81 .80 .81

.40

.83

.80

.33

.83

.75

Case E—Different regression slopes and intercepts, m inority  slope larger 
M inority  .72 .66
M ajority .71 .71
Overall .71 .71

.71

.71

.71

.56

.71

.70

.53

.71

.69
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Discussion

The preceding examples bring into focus the 
differences in the idea of fairness used in each of 
the models examined. In addition, because the 
hypothetical cases are realistic imitations of many 
common selection situations, the examples show 
the actual different effects to be expected from 
using the different models in selection.

Both the quota model and the Darlington model 
use an explicit statement of value associated with 
the selection of members of some group over 
another group. Thus when social values dictate that 
some group be favored in the selection process, 
each of these models provides a means of imple
menting those values. While both models may be 
useful in some situations, their applications are 
limited by the a priori favoritism and the fact that 
they place other factors above the importance of 
the criterion. In cases in which selection involves 
cost and effort and then possible failure, the social 
good of selection must be carefully balanced 
against the possible negative effect of large-scale- 
failure. In the quota model and Darlington model, 
in the concern with the value of selection the 
importance of the criterion may be overlooked.

In the regression model and employer's model, 
the concern is solely with the importance of the 
criterion at the expense of ideas of fairness to the 
applicant. Both models provide high expected 
success rates among the selectees and are therefore 
advantageous to the selecting institution, but the 
applicant may see little advantage in them. The 
potentially successful applicant's concern is that he 
have a fair chance of selection regardless of the 
group of which he is a member. In cases in which 
the regression line for his group is such that even 
though he could succeed he will have less chance of 
selection than members of other groups, no select
ing institution's concern with selection of appli
cants with highest predicted criterion scores will 
receive much sympathy. And when poor prediction 
in his group is the cause of his chances of selection 
being lowered, the applicant will rightly blame the 
institution for its failure to find a good predictor— 
a situation for which the applicant should not be 
penalized.

In many situations the rights of the potentially 
successful applicants to fairness should be of 
primary concern. Under the equal opportunity 
model such applicants are guaranteed equal chance 
of selection regardless of group membership. This 
procedure places the burden of improving predic
tion on the selecting institution and even allows for 
the use of different predictors in different groups. 
If present tests tend to work poorly in predicting 
criterion scores for minority members, under the 
equal opportunity model the selecting institution 
must compensate for the poor predictors by 
selecting more, not fewer, minority students.

It should be noted that the equal opportunity 
model does not eliminate or de-emphasize the use 
of tests or other predictor variables in the selection 
process. In fact, under this model the selecting 
institution and the potentially successful applicant 
both benefit from the use of better tests or other 
predictors within each group. However, use of this 
model should provide an important step in the 
direction of insuring minority group members that 
their rights are not being subverted by tests chosen 
by and constructed by majority group members.

Conclusions

The selection procedure most commonly used is 
the regression model. That model was designed to 
meet the needs of the selecting institution to select 
successful persons. Where a large investment of 
money or time is made in each individual selected, 
the institution naturally seeks those most likely to 
succeed. As can be seen in the examples considered 
here, both the regression model and the employer's 
model directly meet these needs of the selecting 
institution.

However, it seems likely that the applicant's 
rights will be ruled dominant to those of the 
selecting institution by many people, especially 
when the investment is not prohibitive. Certainly 
in the field of education and other areas in which 
the social benefits of selection are considerable, 
fairness to the applicant is very important, especial
ly when fairness and equal opportunity mean not 
the opportunity to fail but the opportunity to
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succeed as under the equal opportunity model. 
When public institutions such as government 
agencies or public colleges and universities are the 
selecting institutions, it becomes even more d iff i
cult to argue that the institution's right to success
ful selectees exceeds the potentially successful 
applicant's right to the same chance of selection 
regardless of his group membership.

In some situations cultural-social values may be 
judged dominant to this right to equal opportu
nity. However, in the common selection situations 
encountered in empirical studies of bias in selec
tion of racial/ethnic minority members as illus
trated in Cases B through E, even the use of the 
equal opportunity model w ill have a decided social 
effect in providing for the selection of more

minority group members than under the common
ly used regression model.

The use of the equal opportunity model can 
assure all groups of an intuitively meaningful and 
defensible type of fairness. In addition, the model 
promotes the equal opportunity of minority group 
members who have missed selection under com
monly used models of bias in many selection 
situations. A t the same time the model does not 
dramatically reduce the expected success rate 
among those selected—a major concern of the 
selecting institution—in the common situations 
considered here. Therefore, it is concluded that the 
equal opportunity model should be widely 
implemented in many college and employment 
selection situations.
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